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Company Profile

Relying on the Speech and Intelligence Laboratory of

Tsinghua University (THU-SPMI), Tasitech is mainly

engaged in the research and development of artificial

intelligence speech and language-related technologies and

products, and has a world-class speech and language

processing technology stack. The company is committed to

building artificial intelligence products with efficient

learning, high reliability and low cost to empower key

industries. In recent years, tasitech has led the

development of semi-supervised AI, getting rid of the

practical bottleneck of current AI technology that relies too

much on high-cost annotation, and synergistically using

labeled data and labelless data to greatly improve the

efficiency of data transformation into intelligence.

QS World University 
Rankings

2024：12
2023:  14
2022:  13
2021:  12
2020：11
2019：12       
2018： 8
2017： 7
2016：15
2015：17

THU-EE

Electronic Science and Technology

Physical Electronics and 
Optoelectronic

Circuits and Systems

Electromagnetic Field and 
Microwave

Information and Communication 
Engineering

Communications and Information 
Systems

Complex Systems and Networks
Intelligent signal and information 

processing

Six major research areas



Chief Scientist Ou Zhijian

• Professor, THU-EE

• Visiting Scholar, UIUC

• Co-founder, TasiTech

• General Chair, 8th IEEE Spoken Language Technology Workshop (SLT) 2021

• Senior Area Editor (01/2025-01/2028), Associate Editor (05/2019-05/2024), 

IEEE/ACM Transactions on Audio, Speech and Language Processing (TASLP)

• Editorial Board Member (11/2021-present), Computer Speech and Language

• Senior Area Editor (03/2024-03/2026), IEEE Signal Processing Letters

• Chair of Workshops Sub-Committee (since 2022) and Committee Member (2020 -

2022, 2023 - 2025), IEEE Speech and Language Processing Technical 

Committee (SLTC)

• Committee Member (2019-present), APSIPA Machine Learning and Data 

Analytics (MLDA) Technical Committee

• Distinguished Member (2022-present), China Computer Federation (CCF)

• Standing Committee Member (2018-present), CCF Speech Conversation and 

Auditory Technical Committee

• Committee Member (2021-present), Speech Acoustics and Hearing Branch, The 

Acoustical Society of China (ASC)

• Steering Committee Member (2017-present), National Conference on Man-

Machine Speech Communication (NCMMSC)
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Document Parsing

Functional Description ：

1）Support layout analysis of 

documents in the form of images/pdfs, 

which can be divided into areas such 

as text, titles, tables, figures, formulas, 

etc.;

2）Support common Chinese and 

English table detection tasks;

3）Support printed and handwritten 

text extraction tasks;

4）Support structured table 

recognition, and output the final result 

to Excel file;

5）Support multimodal-based Key 

Information Extraction (KIE) tasks -

Semantic Entity recognition (SER) and 

Relation Extraction (RE);

6）Support customized training.



Document Classification

The system has extremely high accuracy in structured extraction of documents, certificates or bills, meeting 

the business needs of specific scene recognition and structured extraction, and has more than 200 

standard intelligent document recognition engines.

Intelligent Recognition Engine



OCR Engine

Image OCR engine

•Printed and handwritten text extraction in supported languages

•Pages, text lines and words with location and confidence scores

•Support for mixed languages, mixed mode (printed and handwritten)

Recognition Results



Form Identification

Text detection 
algorithms

Tabular 
structure 
prediction

Cell coordinate 
aggregation

Text recognition 
algorithms

Text recognition 
algorithms

Excel

Crop

Tabular structure information

Cell coordinates

Text box coordinates

•Acc: The accuracy of the model in recognizing the table structure in each image is an error, and a 

wrong token is considered an error.

•TEDS: The accuracy of the model's restoration of table information, which not only includes the table 

structure, but also contains the text content in the table.

•Speed: The inference speed of a single image when the model is on the CPU machine and MKL is 

enabled.

Algorithm SLANet

ACC 76.31%

TEDS 95.89%

Speed 766ms



Printed document recognition



Handwriting document recognition



Intelligent error correction

Spelling correction calculates error correction using LLM



LLM

InferenceTraining 

HUAWEI Ascend 
910

AI Framwork

Architecture

LLM

Base Model

Nvidia A100

GPU

Industry data fine-tuning models

Application Document Analysis

High reliability

Semi-supervised

TasiChat adopts Retrieval Enhanced Generative Formula

(RAG) and uses the innovative Joint Approximation Algorithm

(JSA) for joint optimization of retrieval and generation, which

improves the reliability of Q&A.

Semi-supervised learning is adopted, and only 10% of the

annotated data is needed to achieve a near-fully supervised

effect. Dramatically reduces the time and cost of data

preparation while maintaining a high level of prediction

accuracy.

Adapted to Huawei's 910A computing power, it fully supports

localized computing power in the future, which can ensure

data security and privacy protection, reduce dependence on

foreign technologies, and conform to the national information

security strategy.

Localization

HUAWEI Ascend 
310



LLM

01
Large model hallucinations 

problem - generate error 

messages

The answer is not relevant 

to the business

Without traceability, the 

knowledge obtained does not dare 

to be used

02

03

Large-scale model products that can be referenced and traced

Solve pain points



Clients



Clients

Image analysis and 
recognition

Inspection report 
identification

Customs document 
identification



Thank You !
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